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Abstract. This paper proposes a spectral rendering method based on a ray
tracing algorithm, whose purpose is a control of the perceptual error made. An
adaptive representation of spectral data for light sourcesand materials is used,
which leads, for each pixel, to the evaluation of an algebraic expression. The
computations of complex spread for each visible wave, basedon an extended
photon map, are locally restricted by an adaptive evaluation of the expression.
This method allows to simulate high quality physically-based pictures and, in
particular, some specific phenomena like refracting objects, scattered caustics, ...
Key words: spectral rendering, ray tracing, adaptive representation, error con-
trol, caustics.

1 Introduction

The purpose of physically-based rendering algorithms is togenerate realistic images,
by simulating as efficiently as possible the spread and the behaviour of light interacting
with materials in the scene.

One important element for this simulation is the full spectral character of light,
which cannot be correctly taken into account by the usual representation of colors with
three components. Several techniques have already been proposed for representing
spectral data. Some of them are based on more or less sophisticated sampling methods
([Mey88], [DMCP94], [ZCB97]), and others use a projection ona set of basis functions
([RF91], [Pee93], [RP97]).

Another important point for the simulation is the independent propagation of each
wave of the visible domain, especially in refracting objects. This aspect is often ne-
glected because of computation times.

The aim of our work, which is an extension of [RP97], is to produce a rendering
software taking into account the spectral representation of light sources and materials
and the independent propagation of waves in the visible domain on one hand, able to
achieve a control of the perceptual error made on the other hand.

The visible wavelength domain is split up into bundles of waves having similar
behaviour and similar propagation. A progressive computation, based on an estimation
of the color error made, allows to find a visually satisfactory solution, while executing
much less computations than an exhaustive solution. We mustremind that the idea of a
progressive computation controlled by a perceptual error has been recently introduced
in computer graphics, both in ray tracing ([BM95], [BM98]) and in radiosity ([GH97],
[Mys98]).
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We chose to work in a ray tracing environment [ZSP98] by using an adaptive rep-
resentation of spectral data [RP97], a two pass method with anextended photon map
[Jen96] and an estimation of the perceptual error which allows to control the evaluation
of the expression of the luminous incident energy at each pixel. This expression will be
called therendering expression in the following of the paper.

The remainder of this paper is organized as follows. Section2 presents the principle
of our method. The adaptive representation is described in section 3, the evaluation
of the rendering expression in section 4 and a spectral extension of the photon map
in section 5. Some results are given in section 6 and a conclusion and some further
developments are suggested in section 7. Details about the evaluation of operators of
the rendering expression are given in an appendix.

2 Principle of the method

The computation of a picture is made in two passes. In the firstone, the luminous
energy emitted by light sources is followed according to specularLS+D paths [Hec90].
In the second pass, the luminous incident energy at each pixel is gathered by explicitly
building and then evaluating the expression which represents the interactions between
light and materials with the help of operators.� In the first pass, a photon map [Jen96] is built by followingLS+D paths coming

from light sources (cf. figure 1). Each hit on a diffuse objectproduces the incident
luminous flux according to the sampled path. During this pass, materials are
supposed to have an ”average” behaviour which is followed byall the waves,
even if refractions appear on the sampledLS+D path. The purpose of these
average photons is to locate caustics in the scene.� The second pass is a gathering stage from the eye. The rendering expression rep-
resenting interactions between luminous energy and materials is built for each
pixel. Two special cases may arise : a gathering path may encounter a refract-
ing object (cf. figure 2) and/or an area of the scene with average photons (cf.
figure 3). In each of these two cases, light paths must be sampled for each wave-
length. But the waves that have to be sampled are not known at this stage of the
computation. Decision will be taken at the time of the evaluation of the render-
ing expression. Special operators have just to be added to the expression, which
will sample new refracted paths associated to the waves chosen at the time of the
evaluation.

The evaluation at each pixel of the rendering expression is aprogressive compu-
tation which iteratively subdivides the visible wavelength domain into intervals. The



computation stops when the perceptual error associated with the current pixel falls un-
der a given threshold. At each step of the computation, the interval producing the most
important error is subdivided. This perceptual error is computed from operators build-
ing up the rendering expression, applied to adaptive representations of light sources and
materials (cf. appendix).

This evaluation allows to concentrate the complex computation of tracing paths on
the areas of the scene where transparent objects and caustics may be found and on the
most important parts of the visible wavelength domain. The efficiency of the method
arises from the reduction of the number of spectral computations and of rays cast, in
relation to an exhaustive solution. A solution with an even sampling of the visible
domain every5nm would need to compute more than sixty monochromatic pictures.
With our solution and on the examples described in section 6 with a natural light source,
around 80% of the pixels are rendered with splitting up the visible wavelength domain
into 4 or 6 intervals. Only pixels where refracting objects or caustics can be seen give
rise to the sampling of new paths.

In fact, the evaluation of a rendering expression is a kind ofrendering by visual
importance ([DW95], [PP98]).

3 Adaptive representation of spectral data

The color of a point in the scene is the response of the visual system to the luminous
energy coming from this point. This luminous energy resultsfrom interaction of light
with the materials of the objects in the scene. Usually, these interactions are computed
by evenly sampling the visible domain every5nm for a good accuracy [Hun91]. Of
course, this gives a very expensive rendering process. It’spossible to reduce the num-
ber of samples by using a more sophisticated sampling scheme([Mey88], [DMCP94],
[ZCB97]), but this kind of solution does not fulfil our aim: with such a global treatment,
the feasability of a local control of the error is lost. We have to choose a representation
of spectral data which could adapt to the behaviour of materials and to the level of lumi-
nous energy, and thus which might allow to control the error and to guarantee the final
result. For a maximal efficiency, it is preferable that computations are made directly on
the representation itself and not on each sample, in order tomake computations for a
bundle of waves ([RP97], [Pee93]).

3.1 Representation of spectral data

We chose to represent spectral data by a hierarchical decomposition on a basis of scaling
functions, which are usually associated to Haar wavelets:fji (x) = 1 if x 2 � i2j ; i+12j �
and 0 otherwise. The subdivision is dichotomous: the root ofthe decomposition is
associated to the whole visible wavelength domain[�inf ; �sup]. So each coefficientfji of the decomposition fits an interval[�a �b], where�a = �inf + i�sup��inf2j and�b = �inf + (i + 1)�sup��inf2j .

Representation on an interval. The coefficient associated to an interval represents
an average value. As the purpose of the representation is to guarantee the color error
associated to the luminous incident energy, we chose a valuefji which minimizes the



v

H
t

u

N

v’

ω

ω
r

αα i

Fig. 4. Notations for BRDFs
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Fig. 5. 9 intervals for an error of 0.68 CIELAB

color error on interval[�a �b]:fji = P�a=�x;�y;�z R �b�a �a(�) d� R �b�a f(�)�a(�) d�P�a=�x;�y;�z(R �b�a �a(�) d�)2 (1)

where�x(�); �y(�) and �z(�) are the color matching functions of the XYZ color space
[WS82].

If we denote �j�ai = Z �b�a (f(�) � fji )�a(�) d� ; with �a = �x; �y; �z (2)

the color error associated to interval[�a �b] is "ji =q(�j�xi)2 + (�j�yi)2 + (�j�zi)2:
In conclusion, an interval is represented by its average valuefji and three associated

errors�j�xi; �j�yi; �j�zi.
Representation of materials: a spectral BRDF. The local behaviour of a material is
described, for a given wavelength, by a function called BRDF. To cover up the lack of
measures of spectral BRDFs, it is usual to suppose that such afunction is separable into
a geometric term (analytic or measured) and a spectral one.

Analytic models from C. Schlick [Sch94] and G. Ward [War92] introduce this sep-
aration. We used the model defined in [Sch94]:fr�(t; u; v; v0) = S�(u)D(t; v; v0),
whereD(t; v; v0) is the geometric term (see figure 4 for notations) andS�(u) = C� +(1�C�)(1�u)5 is the spectral term (C� defines the spectral behaviour of the material
at normal incidence).

Opaque materials are represented by their reflectance. Transparent materials are
defined through an index of refraction and an absorption coefficient. Reflectances and
indices of refraction are available for a great number of materials (glasses for example).

NOTE: On figure 5, we may see the cutting up of a spectral data obtained with our
adaptive evaluation.



4 Rendering expression

Reflected radianceL�(P; !!r) at pointP in direction
!!r is the result of the propagation

of light and its interaction with encountered materials. This radiance may be decom-
posed into several components, where each component may be computed by using a
specific method. Following [ZSP98], we may write :L�(P; !!r) = Le�(P; !!r) + Lspec�(P; !!r) + Ldir�(P; !!r)+ Lcaust�(P; !!r) + Lind�(P; !!r)

where� Le�(P; !!r) is the self-emitted radiance at pointP along direction
!!r ;� Lspec�(P; !!r) is the reflected radiance along direction

!!r according to specular
reflection and refraction;� Ldir�(P; !!r) is the reflected radiance coming directly from light sourceswithout
having been reflected or refracted;� Lcaust�(P; !!r) is the reflected radiance coming from light sources according toLS+D paths;� Lind�(P; !!r) is the reflected radiance coming from light sources after having
been speculary reflected.

Each component corresponds to a type of light path, which allows not to count twice
some type of luminous energy.Lcaust�(P; !!r) is computed by density estimation (cf.
section 5.2).Lind�(P; !!r) is either a constant ambient term or a term computed with
a vector model [ZSP98] called the indirect light vector andLdir�(P; !!r) is computed
with the help of the direct light vector [ZBP99].

The rendering process builds up a rendering expression for the luminous energy
gathered at each pixel. For each interaction of a ray with a material, several operators
are added to the expression. They fit with the different termsof the rendering equation:
direct, reflected or refracted energy at the given point.

When a BRDF is involved in the computation of a luminous energy, the geometric
term must be evaluated in order to build up its spectral representation. We might have
computed the representations of all the intervals of the decomposition, but it’s more ef-
ficient to create an unary operator which will compute the representations of the needed
intervals.

Operators play a very important role. The simulation of the independent spread of
waves of the visible wavelength domain is based on an operator, so as the estimation ofLcaust�. Each such operator must return a color error taking into account not only the
cutting up of the visible wavelength domain, but also the error made when sampling the
light paths.

5 The scattered photon map

In several cases, it is necessary to find the exchange of luminous energy between two
points, that is to say to find all light paths linking the two given points. There is no
practical solution to this problem, especially when all thewaves of the visible domain
are taken into account and when refracting objects can be found in the scene. However,



it is possible to estimate this luminous energy. For example, Jensen ([Jen96], [Jen97]),
in a first pass, emits particles of energy from the light sources and keeps track of the
hits on the objects in the scene. A second pass uses the density of the hits around a
given point to estimate the reflected radiance at this point.The efficiency of the method
is based on a data structure allowing a quick retrieval of hits, the k-d tree [Ben90] and
on density estimation techniques [Sil86].

Our solution is inspired by Jensen’s work ([Jen96], [Jen97]), but with some modifi-
cations to take into account the spectral aspect of our work.

Photons are emitted by light sources in the scene. They are traced according to the
light path associated to their carrier wave. But, unlike [Jen97], when a photon hits an
object, reflected and eventually refracted paths are systematically traced. OnlyLS+D
paths are sampled. Hits are thus stored only on non specular objects. Density estimation
is only used to build up the incident radiance according to these paths; the other paths
are sampled by a usual ray tracing (cf. section 4).

The energy associated to each photon is the incident luminous flux attenuated by
each material encoutered.

5.1 Construction of the photon maps

This construction is made in two steps. The first one is a pre-computation, and the
second one is an adaptive computation.

Pre-computation. This step is made before the beginning of the computation of the
picture. Its purpose is to locate areas where caustics will appear. Average photons are
traced according to the directions of specular or refracting objects visible from the light
source and to the average behaviour of materials (cf section2).

Progressive construction. This step is made during the computation of the picture.
Let P be a point in the scene. We want to compute the reflected radiance at pointP for a bundle of waves through density estimation. The average photons with the
shortest distance toP show what are theLS+D paths to be sampled again. For this
new propagation, the behaviour associated to the materialsis settled for the bundle of
waves to be evaluated. The new paths are traced from the first refraction point. New
photons are laid down in the photon map associated to the bundle of waves. In order
to evaluate (by density estimation) the reflected radiance for this bundle of waves, new
photons with the shortest distance toP are looked up.

Average photons gathered and not affected by refraction arethus propagated only
once, during the pre-computation step. As the geometric part of reflection is constant
on the visible wavelength domain, it’s sufficient to revaluethe rendering expression
associated to the incident luminous flux for estimating the reflected radiance in the
given interval.

The concentration of the photons laid down during the computation increases in the
most important areas of the scene. Only photon maps connected to evaluated bundles
of waves are built up.

5.2 Estimation of reflected radiance

The hits stored in the photon maps allow to find the radiance incident at a pointP
according toLS+D paths. The technique used is similar to the one of [Col97] and
[Jen97]. Then photons with the shortest distance toP are found in the photon map



Fig. 6. Cornell box with a sodium light sourceFig. 7. Cornell box with a D6500 light source
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connected to the studied interval. As photons are not laid down everywhere in the scene,
the search area is bounded. An estimation kernelK allows to ensure the continuity of
the rebuilt function [Sil86]. Radiance reflected at pointP along direction

!!r is given
by: Lcaust�(P; !!r) = nXi=1K0@k��!Pxikr 1A fr(xi; !!i!!!r)��i(xi; !!i)�r2
wherexi is photoni, !!i its incidence direction,��i(xi; !!i) its associated flux andr is
the distance betweenP and the most distant photon in the search area.

6 Results

Figure 7 shows a classical Cornell box with a D6500 light source corresponding to
a natural lighting. Materials are built with some reflectances extracted from the Col-
orChecker [MMD76] and a simple isotropic BRDF [Sch94]. Figure 6 shows the same
scene lit with a sodium light source which emits some energy only in a very narrow band
of the visible wavelength domain. The same scene, lit with a sodium light source and



Table 1. distribution of photons (interval (j,i) fits scaling functionf ji )

# of photons interval # of photons interval
37,004 (0,0)
19,887 (1,0) 19,834 (2,3)
19,896 (1,1) 16,802 (3,2)
16,798 (2,0) 16,810 (3,3)
16,804 (2,1) 19,757 (3,4)
19,831 (2,2) 19,759 (3,5)

computed with only three RGB samples, shows many aberrations like green highlights
on the blue wall lit by the orange light source.

Arrangement of the number of intervals (resp. of errors in the CIELAB color space)
for figure 7 are shown on figure 8 (resp. 9). The rendering process splits up about 80%
of the pixels into 6 or 7 intervals, for a CIELAB threshold equal to 3. As can be seen
on figure 9, all the errors are very lower than the given threshold.

Figure 10 shows a refracted caustic computed with 37,004 average photons. The
ring is glass made. The glass is defined by its Abbe number 437907 (the index of
refraction is 1.437 at 587nm) and its absorption coefficient is constant. The rendering
process generates 186,178 additionnal photons, the distribution per interval of which
is given in table 1. Rendering time is 1h39’ and 65Mb of memoryare filled up with
223,182 photons. Density estimation uses the 50 closest photons.

Figure 11 shows the same scene but this time the ring is built with a specular BRDF.
Rendering time is 3’26 with the same parameters than for figure 10 and only 8,413
average photons are used. The light source is sampled exactly as above. Because of the
systematic tracing of refacted rays, constructing the photon map for figure 10 laid down
more than 37,000 average photons. The huge difference of rendering time is explained
by the need of tracing new paths through the glass. The worst case is the one of refracted
photons seen through the glass. Density estimation uses the50 closest photons, that is
to say 50 paths must be sampled for rendering each bundle of waves during a gathering
step.

Figure 12 shows the decomposition of light by a prism. Rendering time is only
6’50. There are 40,558 average photons. 251,451 photons areused for a memory load
of 75Mb. The photons are only laid down on the caustic on the wall and on the caustic
between the prism and the wall. There is an hidden caustic on the rearside of the rightest
green blocker. The rendering process spent most of its time to compute the small caustic
on the wall.

7 Conclusions and further developments

In this paper, we have developed an adaptive spectral rendering method which allows
to take into account the spectral character of light sources, materials and waves. The
main advantage of the method is its ability to achieve a perceptual control of the color
error made. Thus the computing effort to produce a picture can be focused on percep-
tually relevant features. The accuracy can still be chosen by the user. Furthermore,
this method allows to compute high quality physically-based images with, for example,
refracting objects and scattered caustics in the scene.

But there is still some work to do to improve our method. The perceptual error is
currently only a rough estimate of the CIELAB error. We plan to integrate a vision
model (cf. for example [TH94], [Wat98], [TAP98]) in order to improve the control on
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the rendering process. The use of such a model would allow to go on from a control
located on a pixel to a control extended over an area. We couldalso extend our method
to colored glasses and thin layers, and use paraxial optic for throwing again photons in
not too scattered materials. Finally, we could use subdivision caches for the structure
of rendering expressions, in order to reduce the number of initial subdivisions and thus
the number of stored photons.

References
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A Appendix: Operators for the rendering expression

An operator is represented by a tree whose root specifies the operator and the sub-trees
the operands. The purpose of this representation is to find the result of the operator for
a given interval, without doing the computation for all the samples. We must find the
representation of the resulting interval (i.e. its averagevalue and the associated errors)
from the representation of the intervals of the operands. This representation will be
found during the adaptive evaluation.

A.1 Adaptive evaluation of an operator

The evaluation of an operator must determine one representation setting a color error
lower than a given threshold. In order to limit the number of intervals, we chose to refine
the cutting up by subdividing the interval for which the error is the most important.
To obtain the result of a given operator, we first take into account the whole visible
wavelength domain. The evaluation is then a progressive computation where an interval
is subdivided while the error associated to the representation is greater than a given
threshold.

We will now give some pieces of information about the evaluation of the various
operators needed to perform a rendering computation.

Evaluation of a sum and of a product by a coefficient. LetS1(�) andS2(�) be two
spectral power distributions,S1ji andS2ji their average values,�jS1�ai and�jS2�ai their
color errors on interval[�a; �b]. As equations (1) and (2) are linear,S1(�) + S2(�)
is represented byS1ji + S2ji and�jS�ai = �jS1�ai + �jS2�ai andc � S1(�) by c � S1ji andc � �jS1�ai.
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Fig. 13.a rendering expression

Evaluation of a product. Let S(�) = S1(�)S2(�). Thanks to equationX = Z �b�a (S1(�) � S1ji )(S2(�) � S2ji )�x(�) d�+ S1ji �jS2�xi + S2ji �jS1�xi + S1jiS2ji Z �b�a �x(�) d�
and by neglecting the first term, we representS(�) by Sji = S1jiS2ji and�jS�ai =S1ji �jS2�ai + S2ji �jS1�ai

Evaluation of a BRDF. For a given geometry, the spectral term of a BRDF is given
by: Su(�) = C(�) + (1�C(�))fu. LetCji be the average value and�jC�ai be the color
errors associated toC(�). A representation ofSu(�) is given bySjui = Cji (1�fu)+fu
and�jSui = (1� fu)�jC�ai.
A.2 Evaluation of an expression

The strategy used is similar to the one used for an operator. We just give an example
of such an evaluation. The expression given figure 13 corresponds to the picture pro-
duced by the reflection on a wall (material obtained from reflectance green-14 of the
ColorChecker [MMD76] and from a simple isotropic BRDF [Sch94]) lit by a D6500
area light source. The representation given in figure 5 for a CIELAB threshold equal to
3 requires 9 intervals and produces an error equal to 0.68 in the CIELAB color space.

A.3 Choice of a threshold for the color error

The color errors of representations are given in the XYZ color space. To impose that the
color computed with our method is perceptually the same thanthe one computed by an
even sampling, a perceptual color space like CIELAB should be used. We subdivide the
XYZ unit cube in regular cells and estimate, for each cell, the XYZ error corresponding
to a given CIELAB threshold.

Tests made in our laboratory [Alb98] showed that a CIELAB error lower than 5 is
non perceptible in the usual conditions of use of a workstation.


