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Lecture 6 — Session 1, 2009
Image Enhancement and Display

DIP&E-6.1  Image Enhancement and Display

In this lecture, we will look at the pixel representations for enhancement and
display.

• Grey level images are single-valued per pixel

• Typically, 8 bit integers may be used to cover 256 levels, 0 to 255

In MATLAB, this is type UINT8, and is also common in image storage.

To carry out useful computations in MATLAB, convert to its standard data
format of double precision floating point.

To display using “imshow”, range black-to-white is 0 to 255 for UINT8,

and 0.0 to 1.0 for standard, double precision floating point format.

Colour images require three values per pixel, either inherent or indexed.
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DIP&E-6.2  Image Enhancement and Display

Image enhancement is a very simple yet useful concept that allows us to change
the brightness and contrast of a grey level display.

• The 2D intensity signal “height” is stretched or reduced so as to change the
displayed brightness distribution.

• Consider two different input/output grey level value graphs:
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DIP&E-6.3  Image Enhancement and Display

These input/output grey level value graphs are linear transfer functions:

• On the left diagram, there is no change; on the right a linear contrast stretch.
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DIP&E-6.4  Image Enhancement and Display

The next two input/output grey level value graphs show:

• On the left, an inversion (negative); On the right, a non-linear stretch.
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DIP&E-6.5  Image Enhancement and Display

A very useful statistical tool in image enhancement is the histogram.

This is computed for the whole image (or part thereof) and gives a distribution of
the image grey-level pixel values.

    E.g., a histogram is computed (in MATLAB, say), for ngrey levels, by:

        histogram = zeros(1, ngrey);
        for y = 1:ny
            for x = 1:nx
                greyvalue = image(y, x);
                histogram(greyvalue+1) = histogram(greyvalue+1) + 1;
            end
        end

computes the number of pixels having each grey-level value in the histogram.
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DIP&E-6.6  Image Enhancement and Display

An example is the
histogram of “Lena”
(with 256 grey levels):

DIP&E-6.7  Image Enhancement and Display

For comparison, here is
a low-contrast version of
“Lena”:
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DIP&E-6.8  Image Enhancement and Display

The histogram is useful for providing Low and High cutoffs in a manually
controlled linear stretch:
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DIP&E-6.9  Image Enhancement and Display

A cumulative histogram is computed (in MATLAB, say) by:

    cumhist = histogram;
        for indx = 2:ngrey
            cumhist(indx) = cumhist(indx-1) + cumhist(indx);
    end
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which allows an automatic contrast
stretch known as “histogram
equalisation”.
In this case, the transfer function curve
is a scaled version of the cumulative
histogram itself.
Why this is so?
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DIP&E-6.10  Image Enhancement and Display

A histogram may tell us quite a lot about an image.

• For example, an image such as:

may have a histogram as shown:
which is bi-modal, and suggests that
the image contains a number of dark
objects on a bright background (or vice-
versa).
These might be, for example,
chromosomes or blood cells or objects
on a factory conveyer belt.
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DIP&E-6.11  Image Enhancement and Display

It may be that our task is to count, or measure the sizes, of these objects.

• To do so, we could choose a threshold (from the histogram) and enhance
with a binary split:

A measuring program then counts “connected” black pixels. This is a
binary image used in morphological operations.
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resulting in an “enhanced” image
having fully black objects on a white
background:
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DIP&E-6.12  Human Vision and Colour Display

We need to understand human colour vision to understand colour display.

• The retina of human eye has cones (receptors) sensitive to three, overlapping
spectral bands, which give (inferred) visual responses as shown:
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DIP&E-6.13  Human Colour Vision

Thus, we “see”, or experience the sensation of, different “colours” according to the
relative responses of the three receptors.

• E.g., a chosen “test” narrow-band wavelength, λt, gives the responses rred(λt),
rgreen(λt), rblue(λt), for the red-sensitive, green-sensitive and blue sensitive
cones.

• In fact, the red and green cones give very similar responses, so some form of
differencing must be occurring in the visual pathways — note, also, that red-
green “colour blindness” is quite common.
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DIP&E-6.14  Human Vision and Colour Display

So, to recreate any colour seen, all we need to do is to stimulate each of the three
cones appropriately, which is the basis of the well known three “primary” colour
processes in colour screens, colour film or various forms of colour printing.

• Note that, other animals, with a different retinal anatomy, would require a
different number of primaries. E.g., Timothy Goldsmith, “What birds see”,
Scientific American, July 2006, pp. 69-75.

• Peter Gouras, “Color Vision”,
http://webvision.med.utah.edu/Color.html#Color%20Vision%20in%20Visual%
20Cortex

In addition, in the human retina, there are other receptors called rods, which are
primarily for night vision, and are of a single type; so no colour seen in dim light.

DIP&E-6.15  Colour Display

Additive primary colours are red, green and blue.

• Additive because white is seen when red, green and blue signals are turned
ON at the same time, whereas black is seen when all three are turned OFF.

• Ideally, each colour source is narrow band so as to affect only one cone
receptor — usually, overlapped, as:
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DIP&E-6.16  Colour Display

The well-known colour tube of TV and computer monitors makes use of three
phosphors in the primary colours — red, green and blue.

• A method (such as a shadow mask) is used to direct electron beams forming
an image from three, separate guns onto the appropriate colour phosphor dot
(or line).

A colour digital image has three, independent components to control the intensity
of the three guns.

• A so-called “full-colour” digital image consists of three, separate intensity
images.

• Each pixel corresponds to three numbers, for red, green and blue intensity.

• These may be stored pixel-interleaved, or line- or band-interleaved.

DIP&E-6.17  Colour Display

A simple method to reduce the resulting increase in data is to have a number of
bits per pixel less than 3 x bits per colour value (e.g., less than 3 x 8).

• In this case, the pixel codes the colour, via a look-up table — e.g., 8 bit pixel
points to one of 256 entries in 24 bit wide table.

Use statistics of the
particular scene to
optimise contents of
colour table.

Next pixel value

0 to 255

0

57

203

2

…

15

194

255

0

0

160

209

…

253

79

255

0

20

39

114

…

119

254

255

red green blue

Video out

red
green

blue



10

UNSW, Australian Defence Force Academy

ZITE8227 & ZITE4226 Digital Image Processing and Enhancement

School of Information Technology and Electrical Engineering

DIP&E-6.18  Colour Display

The colour monitor/TV tube is an example of an Additive primary colour process,
and most LCD transmission devices use a matrix of red, green and blue filters.

• Colour printing, on paper, requires Subtractive primary colours, which are the
inverse of the additive colours — magenta (blue-red or mauve), cyan (blue-
green) and yellow:
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DIP&E-6.19  Colour Display

Using subtractive primary colours:

• White is the blank white paper (absence of colour overlay);

• Black is overlay of all three subtractive primaries (referring to previous figure,
energy passed becomes zero;

• Primary red requires an overlay of magenta and yellow;

• Primary green requires an overlay of cyan and yellow;

• Primary blue requires an overlay of cyan and magenta.

Often, a fourth colour, black is added to improve contrast; and even more colours
(e.g., totalling 7) are sometimes used to make up for imperfections in theory and
practice.



11

UNSW, Australian Defence Force Academy

ZITE8227 & ZITE4226 Digital Image Processing and Enhancement

School of Information Technology and Electrical Engineering

DIP&E-6.20  Colour Display

Colour photography also uses the subtractive process, with three layers of dyed
gelatin.

• Thus, white (viewing) light passes through the three layers, each of which
subtracts the spectral bands not to be reflected.

An early attempt at colour photography used the additive scheme, with a matrix of
red, green and blue colour filter cells.

• It suffered from low light transmission levels.

However, the additive matrix is the technique used in most LCD transmission
displays, at present.

DIP&E-6.21  Colour Display

Overlap in the spectral response of the cones and dyes and phosphors, the
simulation of real-world colours by three primary colours is not perfect.

• Note, particularly, the red visual response has a “bounce-back” in blue.

• There may be cross-talk between colours, and not all the colours we see may
be realisable with a given display system.

Nevertheless, it works surprisingly well, but we need to be aware of limitations.
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DIP&E-6.22  Colour Display

To obtain the best results, display devices must be colour calibrated.

• A corollary is that colour image data should be massaged before display, to
take account of the calibration.

To calibrate devices, we can

• Visually match output patches against standard colour patches (tedious!);

• Use a Tricolorimeter, which is itself calibrated for human vision;

• Use a spectrophotometer, to measure actual energy vs wavelength.

DIP&E-6.23  Colour Display

Spectrophotometer measures light energy vs wavelength (still need to know
human visual response!):

Light to be tested

Rotate prism
Slit, and
photodetectorBasic Spectrophotometer
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DIP&E-6.24  Colour Display

These ideas led to thinking and manipulating
colour in a 3D, visual colour space

Overall brightness, or “intensity”, of a pixel
occupies one axis, while “colour” is shown
by angular position for “hue”, and radial
position from the central axis for “saturation”

• Note how the subtractive primaries are

“opposite” the additive primaries.

• Note circularity of hue (why?).

• Saturation defines how “coloured” a
grey is.
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DIP&E-6.25  Uniform Colour Space

An attempt to obtain a more meaningful 3D
colour space is known as “Uniform Colour
Space”.

The CIE  L *, a*, b*, or  L *, u*, v* spaces are
ones in which moving “unit” distance in any
direction produces a JUST NOTICEABLE
visual change.

L * is the neutral, grey axis, with black 0,
white 100.

The a* and b* axes determine colour, similar
to the hue/saturation plane.

a*

L *,

black = 0

b*

white = 100
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DIP&E-6.26  Uniform Colour Space

Note that uniform colour space is essentially
the hue, saturation and intensity space, but
carefully designed to give the uniform metric
in all directions.

• The hues, red, green and blue are
approximately as shown, and saturation
of a colour increases as a point moves
away from the neutral,  L *, axis.

How do we convert from R, G, B values to
uniform colour space?

a*
Red

Green
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Yellow

Cyan
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b*

DIP&E-6.27  Uniform Colour Space

To define uniform colour space, we turn to CIE Tristimulus values.

• The                                    are red, green and blue comparative matching
values for a “standard” observer (obtained experimentally).

x !( ), y !( ) and z !( ),



15

UNSW, Australian Defence Force Academy

ZITE8227 & ZITE4226 Digital Image Processing and Enhancement

School of Information Technology and Electrical Engineering

DIP&E-6.28  Uniform Colour Space

The x, y chromaticity diagram is:

x !( ) and y !( )

Note: the x and y axes
here are NOT the same as
the
of the tristimulus diagram.

Locus of
“pure”
spectrum

x

y

DIP&E-6.29  Uniform Colour Space

The overall response to colour is obtained by integrating

by the spectral energy, E(λ) at each wavelength, to compute the actual tristimulus
responses:

x !( ), y !( ) and z !( ),

X = E !( )" x !( )d!       (red response)

Y = E !( )" y !( )d!       (green response)

Z = E !( )" z !( )d!       (blue response).
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DIP&E-6.30  Uniform Colour Space

If these three values, X, Y, Z, are projected into a two-dimensional space by

we can display any two of these (e.g., x and y) as a chromaticity plot (as in slide
10.17).

x =
X

X +Y + Z

y =
Y

X +Y + Z

z =
Z

X +Y + Z

DIP&E-6.31  Uniform Colour Space

Finally, the CIE   L *, a*, b* uniform colour space is defined by:

                   L

where   Xn,  Yn,  Zn  are the tristimulus responses for nominally “white” light (used
to illuminate the objects in question).
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DIP&E-6.32  Display Device “Gamut”

Gamut must be measured
for each device:

• it is the extent of
possible colours able to
be produced.

Imagine a rough “pair
shape” — different for
different devices.

a*

L *

b*

white,  L *= 100

black,  L *= 0

yellow

cyan

green

red

magentablue

DIP&E-6.33  Precise CIE Tristumulus Data — 2 deg

This graph is plotted
in MATLAB from
precise numeric
data, courtesy of
Trevor Lamb, ANU.
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DIP&E-6.34  Precise CIE Tristumulus Data — 10 deg

This graph is plotted
in MATLAB from
precise numeric
data, courtesy of
Trevor Lamb, ANU.

DIP&E-6.35  Cone Pigment Spectral Sensitivities

This graph is plotted in MATLAB using the program PhoSpec, courtesy of Trevor
Lamb, ANU. It shows the cone pigment spectral sensitivities.
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DIP&E-6.36  Computed Colour

This graph is plotted in MATLAB using the program PhoSpec, courtesy of Trevor
Lamb, ANU. It shows the cone pigment spectral sensitivities.

DIP&E-6.37  Rod Pigment Spectral Sensitivity

This graph is plotted in MATLAB using the program PhoSpec, courtesy of Trevor
Lamb, ANU. It shows the rod pigment spectral sensitivity.
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DIP&E-6.38  Colour Image Formats

In MATLAB, as in many other systems, a colour image may be held as:

• A three-dimensional matrix, consisting of 3 independent image planes for the
red, green and blue display (RGB)

The 3D matrix may be in UINT8 or double precision floating point format.

• A one-dimensional matrix, of 1 image plane, which indexes a colour map file.

• The colour map matrix translates integers in the image plane into desired red,
green, blue components for colour display.

• The map matrix is a 2D matrix, having nindex rows (where nindex is the
number of index values) and three columns, for red, green and blue.

Indexed format can also be used for grey scale images
• where the three columns in the map matrix are then identical.

DIP&E-6.39  Colour Image Formats

Why are indexed colour images used and how are they created?

• Obviously, they take up less space, particularly as files for storage and
transmission.

To create a colour indexed image from an RGB image, what is needed?

• The statistical spread of “colours” in the original is used to select the best
colour map.

• E.g., the English artist, Constable, always painted outdoor scenes with a lot of
green grass, green trees, blue sky, and one, small red spot (a personʼs coat).

• Thus, the colour map might have many green and blue entries, and one red.

MATLAB has a functions “rgb2ind” to convert from RGB to colour indexed format.
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DIP&E-6.40  Colour Image Formats

The English artist, Constable, always painted outdoor scenes with a lot of green
grass, green trees, blue sky, and one, small red spot (a personʼs coat).

Corn Field 1826 Hay Wain 1819

(From: http://www.allposters.com/)

DIP&E-6.41  Colour Image Formats
Here are two recent images with limited, but different, colour content:

Cows 2003, Fraser Roulettes 2005, Errington


